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OpenSHMEM : Specification, Research, and

Implementation
Specification
Overview = OpenSHMEM 1.4 & Next specification :
Developed OpenSHMEM thread safety proposal,
= Languages team at ORNL drives the and merged request proposal
development of the OpenSHMEM programming
model and its ecosystem. The effort is focused R&D

in four areas:
=  OpenSHMEM-X : Added various capabilities

=  Specification development including alltoall and alltoallv collective operations,
multithread support, OpenSHMEM contexts, explicit

®  OpenSHMEM implementation RMA operations, and merged request handles

" Research and exploratory topics = OpenSHMEM-X uses PMix for scalability,
=  Qutreach performance and stability
i = OpenSHMEM Benchmarks: Developed various
Software Artifacts OpenSHMEM application kernels and benchmarks
including multithreaded Graph 500, latency,
=  OpenSHMEM-X bandwidth, SSCA, GUPs, SSSP, and YCSB
= ORNL OpenSHMEM Benchmark Suite (OSB) = SHMEMCache — Memcached implementation,
=  OpenUCX : Unified Communication X which uses OpenSHMEM for communication
= NVSHMEM: OpenSHMEM for GAS Systems - NVSHMEM — OpenSHMEM for GPUs connected
= SHMEMCache: OpenSHMEM based Memcache via PCle, NVLINK or InfiniBand

= Improvements to TAU ecosystem for OpenSHMEM

TPy programmers with support for Callsites, OTF2 and
Outreach Activities simplified user interface

August 7 - 9, 2017

= Design, evaluation, and results are available as
papers
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Multithreaded OpenSHMEM and Contexts
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OpenSHMEM Benchmarks Developed

Developed OpenSHMEM benchmarks

— Multithreaded Latency and Bandwidth

— Multithreaded SSCA#1

— Multithreaded and Context-based GUPs

— Multithreaded Graph 500

— OpenSHMEM based SSSP (Bellman-Ford and
Dijkstra

— OpenSHMEM based YCSB
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